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ABSTRACT

Knowledge of the effects that crop residue architecture has on
exchange processes at the soil surface can extend the applicability of
soil and water balance modules. Our objectives were to evaluate
the feasibility of using a numerically reduced soil-residue energy
boundary condition module, compatible with the USDA-ARS Root
Zone Water Quality Model, and to compare the accuracy of calculated
values against measurements. We developed a Penman-type energy
balance module, PENFLUX, which solves for surface temperatures
of a soil slab and a single flat residue layer, adjusting for aerodynamic
resistances of standing residue stems, It provides surface boundary
conditions for simulations of energy transfer in a one-dimensional
soil profile. PENFLUX simplifies iterative solutions by simplifying
radiation, convection, and soil heat algorithms. We collected hourly
radiation data; air, soil, and residue temperatures; and wind profile
data after wheat harvest on a level Nunn clay loam soil (fine, smectitic,
mesic Aridic Argiustoll) (1997 soil series reclassification). Model pa-
rameterization avoided fitting model calculations to measurements,
as inputs were measured at the site or referenced from literature.
PENFLUX calculations exhibited a low degree of random error for
dry soil and residue conditions, though systematic bias in surface soil
temperature and negative bias in nighttime net irradiance reduced
predictive efficiency. Error propagated from surface soil temperature
probably contributes to the negative bias in net radiation. The reason-
able predictive accuracy of PENFLUX for dry soil conditions demon-
strates the feasibility of a numerically simplified model of soil-residue
energy exchanges, and justifies further evaluation against a range of
residue architectures and environmental conditions.

AND MANAGEMENT can be enhanced by accurate simu-
lation of energy exchange processes in the soil-
residue-atmosphere system. Emergence and develop-
ment of crops, their pests, and various soil organisms
are altered by heat and water movement near the soil-
atmosphere interface. Accurate simulation of heat and
water transport in soil can complement remote sensing
techniques for monitoring surface soil water distribution
(Lascano and Van Bavel, 1983). Knowledge of plant
residue effects on the soil energy balance can guide
farm and regional assessment of residue management
alternatives for soil, water, and nutrient conservation;
pest management; and plant development processes
(Van Doren and Allmaras, 1978).
Residue management affects the thermal dynamics of
evaporative surfaces. Residue architecture (dimension,
frequency, and orientation of residue elements) modi-
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fies radiative and advective exchange processes between
soil and atmosphere (Lyles and Allison, 1976; Ross et
al., 1985; Raupach, 1992). Bristow and Abrecht (1989)
showed that strips of partial mulch cover improved pre-
plant soil warming by increasing absorption and reten-
tion of solar irradiance. Increased soil water storage was
attributed to greater snow .catch with vertical rather
than horizontal residue orientation (Nielsen and Hinkle,
1994), and to improved infiltration and reduced evapo-
ration with higher quantities of residue loading (Doran
et al., 1984). Surface residues can increase the crop water
use efficiency by increasing the transpiration component
of total evaporation (Lascano et al., 1994). Robust simu-
lations, providing accurate calculations of energy ex-
change processes from weather driving variables and
readily measured soil and residue properties, can guide
field experiments designed to test critical hypotheses
distinguishing residue and tillage effects on soil thermal
and hydric regimes.

Incomplete knowledge of soil surface temperature
and heat flux boundary conditions frequently constrains
the solution of soil heat and water balance modules
(RZWQM Team, 1992). Empiricisms relating surface
and ambient temperatures can quantify seasonal residue
effects at a regional scale (Gupta et al., 1984), but pro-
vide limited insight to exchange processes. Process-level
algorithms quantify soil-atmosphere energy exchanges
under a range of residue architectures, but require ex-
tended numerical solutions or neglect significant ex-
change processes.

Integrated, process-level numerical models of energy
exchange in the soil-residue-atmosphere system en-
hance our understanding of environmental factors driv-
ing heat and vapor transport. The conceptual models
of Hillel et al. (1975) and Chung and Horton (1987)
treat residues and mulches as opaque and hydrophobic
obstructions to radiative and convective transport pro-
cesses. Mahrer (1979) expanded these concepts to allow
for soil-residue exchange processes, including transmis-
sion of shortwave irradiance with incomplete residue
cover, longwave radiative exchange and diffusion of sen-
sible heat. Sui et al. (1992), Lascano et al. (1994), and
Grant et al. (1995) derived similar models and evaluated
simulated values with field measurements. Ross et al.
(1985) advanced process-level simulation by applying
the radiative transfer theory of Norman and Jarvis
(1975) to residue architectures. Bristow et al. (1986)
provided for forced convective exchanges among resi-
due elements, the adjacent air, and the soil surface,
while also simulating water interception, storage, and
evaporation in the flat residue sublayer. Hares and No-
vak (1992) and Bussiere and Cellier (1994) derived simi-
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lar soil-residue models, which were also evaluated with
field measurements.

This literature reflects an emerging theory of near-
surface energy exchange under canopies of plant resi-
dues. However, the applicability of this theory to land-
scape analysis and decision support is limited either
by the extended numerical requirements of integrated
soil-residue simulations, or by analytic solutions that
neglect significant exchange processes. Robust models
of surface boundary conditions, models that maintain
accurate energy balance closure with limited knowledge
of soil state and system parameters, are well developed
in the case of soil-canopy systems (Shuttleworth and
Wallace, 1985; Choudhury and Monteith, 1988; Luo et
al., 1992). Stannard (1993) found that the dual-source
evaporation model of Shuttleworth and Wallace (1985)
quantified hourly potential evapotranspiration with
negligible bias and moderate accuracy (r? = 0.78) for
soil-canopy systems. Luo et al. (1992) developed an
analytic energy balance module that quantified thermal
gradients within soil-canopy systems; this module pro-
vided upper boundary conditions for soil water and tem-
perature modules simulating energy and water exchange
in the soil-canopy—atmosphere system. Analogous sur-
face boundary condition models quantifying residue ef-
fects on surface boundary conditions are incompletely
developed. Grant et al. (1995) presented a surface
boundary condition solution to the soil energy balance
for an opaque residue layer with variable soil cover, but
neglected soil-residue convective and radiative ex-
change processes that can shift partitioning of energy
balance components.

Our objective was to evaluate the feasibility of using
a numerically simplified, yet physically based model of
soil-residue-atmosphere energy exchange as a surface
boundary condition for soil heat and water balance mod-
ules of the Root Zone Water Quality Model (RZWQM
Team, 1992). The boundary condition solution com-
bines a set of Penman-type energy balance equations
with a truncated soil heat flux algorithm under a residue
sublayer. (This is hereafter referred to as the PENFLUX
module.) We compare the calculated values of the
boundary condition solution with field measurements of
net irradiance and temperatures of flat residue elements
and the surface soil, obtained after wheat harvest.

MATERIALS AND METHODS
Simulation

Soil energy transfer processes were simulated using soil heat
modules of a Simultaneous Heat and Water Model (SHAW)
(Flerchinger and Saxton, 1989) implemented within the Root
Zone Water Quality Model (RZWQM Team, 1992), hereafter
referred to as RZ_SHAW. The soil heat modules of
RZ_SHAW use a Newton—-Raphson convergence scheme that
solves finite difference expressions of the energy balance equa-
tions for soil temperature profiles. Water flux densities, re-
quired by RZ_SHAW soil heat modules to compute heat
convection by water transport, are provided by soil water
balance modules of RZWQM, which include a modified
Green—Ampt approach to infiltration and a finite-difference
formulation of Richard’s equation for water redistribution.
Surface boundary conditions required by the RZ_SHAW soil

heat modules for solution of soil temperature profiles are
provided by PENFLUX, a soil-residue energy balance mod-
ule, using the Penman transformation, formulated for a soil
slab under incomplete residue cover.

Soil Energy Balance

Heat flow in a nonfreezing soil, neglécting horizontal gradi-
ents, is described by a one-dimensional convection—diffusion
equation
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which is subject to upper and lower boundary conditions.
Definitions of variables are provided in the Appendix, along
with their SI units. The lower boundary condition is held
constant at a user-defined temperature. Terms on the left-hand
side represent change in energy stored due to temperature and
latent heat associated with vapor pressure change for a small
increment of soil. Terms on the right-hand side represent net
thermal conduction into a small increment of soil, net thermal
advection into an increment of soil due to water flux, and
latent heat of evaporation in an increment of soil, respectively.
Soil thermal conductivity and heat capacity are quantified
using the theory of DeVries (1963). Heat advection by infiltra-
tion and redistribution is accounted for by considering the
heat content of water flux into and out of a soil layer
(RZWQM Team, 1992). The surface boundary condition is
specified as a soil heat flux, G, which is obtained independent
of Eq. [1] in a discrete surface energy balance model. Equation
[1] can be discretized into a finite difference scheme and solved
using a Newton-Raphson algorithm (Campbell, 1985).

Surface Boundary Conditions

A surface soil heat flux (G) boundary condition is obtained
from PENFLUX that provides a solution to soil and residue
energy balance equations. This surface boundary condition
module uses a simplified soil heat flux equation and reduced
forms of radiative and convective transfer schemes to simulate
energy balance for a soil surface with incomplete residue cover
and standing stems, providing an energy flux (G) boundary
condition for Eq. [1]. The simplified soil heat flux is computed
as the sum of gradient and storage terms for a soil slab of
thickness Az, (Luo et al., 1992):

G = Ko Ty = Tww) _ CTs = Tu-an) 2]
Az, 2A¢

To obtain T, we must evaluate interacting effects of weather,
residue architecture and soil conditions.

We use an electrical analog (Campbell, 1985, p. 2-5) to
depict energy fluxes down thermal or vapor pressure gradients,
opposed by transfer coefficients formulated as resistances.
This gradient—diffusion, or K-theory, model proposes that the
magnitude of energy flux is directly proportional to the driving
gradient, and inversely proportional to a transport parameter
formulated as a resistance. The analysis of Raupach (1987)
indicates that K-theory is inadequate to describe exchange
processes within vertically distributed evaporative sources,
such as transpiring canopies. However, turbulent exchange
for near-surface evaporative sources closely follows the far-
field component of Lagrangian transport theory, which is ade-
quately represented by the diffusion equation of K-theory
(Raupach, 1989).

—_—
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A diagrammatic representation of energy balance equations
for soil and residue sublayers is given in Fig. 1. Convective
transfer coefficients correspond to sensible and latent heat
flux densities above the displacement plane associated with
standing residue elements (7., H, AE), within the residue
layer (7o, Tsy» H:, AE,), and within the surface soil layer (ry),
Ivws Ty Hy AE;). Fluxes emanating from soil and residue
surfaces are referenced to ambient conditions within the flat
residue sublayer. Net irradiance at the residue (R,) and soil
(R,) surfaces are important driving variables partitioned in
a transmission scheme based on the principle of superposition
(RZWQM Team, 1992). Ambient temperature and vapor
pressure conditions are specified boundary conditions at the
reference height (7, and e,,) and state conditions within
the residue sublayer (7T and e,). State conditions are also
specified for the evaporative sources of surface residues (7
and ¢,) and the soil surface layer (7, and ¢,). Soil temperature
is specified at the lower boundary of a soil slab, T;. Soil heat
flux, G, is a significant source-sink term computed from soil
thermal gradients and time change, using soil thermal conduc-
tivity (k) and heat capacity (C;). Equations used to quantify
these terms are detailed below.

Noting that the temperature of the evaporative surface is
a common term in each element of the energy balance equa-
tion, we extend the Penman-type solution of McArthur (1990)
to evaporative surfaces in soil and residue layers. We recognize
an internal resistance (7)) opposing vapor, but not heat trans-
port from the evaporative soil surface beneath the dust mulch
to air within the residue layer. Resistance to heat (rys) and
vapor (r.) transport from the surface soil to air in the mid-
point of the flat residue layer is defined as a combination of
molecular diffusivity and forced convection (Bristow et al.,
1986; Tanner and Shen, 1990). Following Monteith (1973, p.
176), our application of the soil energy balance equation ac-
commodates the ratio of vapor and heat resistances in the
formulation of y*. For energy-limiting evaporation, we define
v¥ as y(7ys) + vr)/rye and compute surface soil source temper-
ature, T, as

de,, — Oe

Rns _ G _ a(r) s
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T — Ta(r) + rh(r) 'Y;k
) C, (A + v¥)

where the independent terms represent soil warming due to
radiation absorbed under saturation water vapor pressures
and soil cooling due to gradients in water vapor saturation
deficits. The vapor pressure deficit term for the soil layer (3e;)
accounts for nonsaturating conditions for vapor in equilibrium
with water at a characteristic water potential (Van Bavel and
Hillel, 1976; see soil resistance, Eq. [10]), but can be neglected,
as the relative humidity of vapor in equilibrium with soil water
at 0.03 MPa tensions is about 99.98%, resulting in negligible
vapor pressure deficits. When water flux to the evaporative
surface limits evaporation, soil properties (rather than atmo-
spheric demand) determine latent heat flux, invalidating as-
sumptions required for the Penman-type solution. For supply-
limiting evaporation, defined below, we compute surface soil
temperature as :

T -
T, = Ty + _Z:Q (Ryy — G — \E) [3b]

obtaining estimates of AE, from the soil-limiting supply of
water to the evaporative surface, computed in antecedent solu-
tions to the soil water balance. The transition from energy-
limiting to supply-limiting evaporation is determined by the
minimum of (i) potential evaporative demand, determined by

ARy — G) + 2w = B¢)

Ty
AE, = [4a]
A+

or (ii) source evaporative supply, here obtained as the latent
heat equivalent of water flux to the surface soil layer, plus
potential loss of water storage in the surface soil layer. This
is quantified from a previous time step from an associated
water balance module, such as the RZWQM solution to the
soil water balance (RZWQM Team, 1992). Alternatively,
source evaporative supply can be calculated by

_ Ap.0,L
At

where L can be defined as a depth sufficient to represent
potential water loss (e.g., from a soil slab). When source evapo-
rative supply exceeds evaporative demand, evaporation rate
is energy-limited and surface temperature is computed by
Eq. [3a]; else evaporation rate is supply-limited and surface
temperature is computed by Eq. [3b].

We derive an analogous pair of equations for surface resi-
due temperature, T,, used to compute long-wave radiative
exchanges, while also providing boundary condition informa-
tion for residue water balance and decomposition modules.
Defining v} as y(ry,) + rvy)/ (7o), we compute surface residue
temperature for energy-limiting evaporation by

\E, [4b]

@ 'Y:" Rn(r) _ Sea(,) - 86’; 5
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For supply-limiting evaporation, we compute residue source
temperature as

Tr = Ta(r) +

Tr = Ta(r) + Tow (Rn(r) - XE,) [Sb]
C

For simplification, we assume dry residue conditions in this
study, taking residue evaporation as zero.

Ambient temperature (T,,) and vapor pressure (e,;) in
the residue layer are computed as weighted averages of soil,
residue, and ambient conditions. Equating sensible heat flux
above the flat residue layer with the sum of fluxes from residue
and soil sources, we solve for T, obtaining weighting factors
from resistance terms:

T. T, T,
(BT T
nw Ty (Tt Ta)

-1
ey T (T + Te@)

Using a similar approach for latent heat flux, and assuming
zero residue evaporation, we solve for e,,), and obtain
weighting factors for vapor pressure within the residue layer:

€y = ( & + €ale) )
a(r
(e + i) (fay + Tata)

( 1 N 1 )‘1 71
(o + 1) (ray + Ta@)

Convective heat transfer coefficients are formulated as re-
sistances, corresponding to regions bounded by specified tem-
perature and vapor pressure conditions. Aerodynamic resis-
tance between the zero displacement plane of standing
residues and the height of ambient reference measurements
is the integration of the eddy diffusion function within these
limits (Choudhury and Monteith, 1988). Aerodynamic resist-




ances between the displacement plane and soil roughness
length is quantified by integrating the eddy diffusion function
between these limits. In the absence of standing residues, the
displacement plane collapses to the soil surface, r,; goes to
zero, and r, can be approximated by the eddy diffusion func-
tion. Heat and vapor transport from the soil surface to the
midpoint of the residue layer, assumed equivalent, are con-
ceived as bulk aerodynamic resistances within the residue
layer, ry and r.,. Their characteristic dimension is the dis-
tance from the soil surface to the midpoint of the flat residue
layer, and they are computed as a function of wind speed at
10 mm above the flat residue layer:

Zng -
ray = Ty = 4;2 [Ao(1 + scttayrromm)] ™ [8]
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where 4, is molecular diffusivity of water vapor in still air.
The linear form of the wind speed dependence of Eq. [8] is
supported by data reported by Sauer and Norman (1995) from
controlled heat and vapor sources within maize canopies. The
convective scaling coefficient, s, is taken as 2, an intermediate
value between similar scaling coefficients obtained for a 20-
mm layer of wheat straw (Kimball and Lemon, 1971) and an
11-mm layer of flailed corn residue (Tanner and Shen, 1990).
A boundary layer resistance to heat and vapor efflux from
residue element surfaces to the midpoint of the residue
sublayer, ry), is quantified as a power function of residue
characteristic dimensions and near-surface wind velocity
(Campbell, 1973, p. 67):

172
ryy = 307 (L) [9]

Uzh(r)+10mm

A soil resistance, conceived as an impedance to vapor flux
through a dry dust mulch for energy-limiting evaporation
(Choudhury and Monteith, 1988), is quantified as

Ll
h,8,

where 7 is soil tortuosity (here taken as 1.0) and /, the thickness
of the dust mulch layer, is

[10]

T's(s) =

/=L (1 - 9—”) [11]
8y

with L equal to the depth of the surface soil layer (here taken
as 10 mm), 0, is average volumetric water content for the
surface soil layer, and 6, is volumetric soil water content at
a characteristic water tension (here taken as 0.03 MPa). An
internal resistance to vapor flux from residue elements, 7y,
is left undefined, as residue evaporation is assumed zero in
this study.

Shortwave irradiance is partitioned to residue and soil lay-
ers by the principle of superposition, considering reflective
properties (a,, o,) and fractional surface cover (A,) for the
flat residue layer:

Rsn(s) = (1 - as) (1 - Ar)Rs [12]
Rop = [(Q — o) + a1 — A)] A R, [13]

This simplified formulation neglects the distinctions between
beam and diffuse radiation and a residue transmission coeffi-
cient for diffuse radiation that are specified in Ross et al.
(198S), Bristow et al. (1986), Flerchinger (1987), Hares and
Novak (1992), and Bussiere and Cellier (1994), thus avoiding
iterative numerical procedures. The Stefan-Boltzmann princi-
ple guides computation of longwave radiative exchange, con-
sidering temperatures, thermal emissivities, and superposition

z
Fig. 1. An electric resistance analog of heat and vapor exchange in
a soil-residue system as simulated by PENFLUX. For variables,
see the Appendix.

of soil and residue layers:
Ry = (1 — A) R + ARy — Ry [14]
Rug = (R + Ry — 2Ryy) A, [15]

where Ry, = o Tx" (with the subscript variable i standing for
soil, residue, or atmospheric components). Net irradiance for
soil and residue layers is the sum of shortwave and longwave
components:

Rn(s) = Rsn(s) + Rln(s) [16]
Rn(r) = Rsn(r) + Rln(r) [17]

The saturated vapor pressure function and its derivative are
computed from Campbell (1973, p. 22), as are humidities of
soil and residue surfaces.

The coupled soil-residue energy balance equations (Eq.
[3] and [5]) are combined with equations specifying ambient
conditions in the residue sublayer (Eq. [6] and [7]), resistance
terms (Eq. [8], [9], and [10]), radiation terms (Eq. [16] and
[17]), and the reduced soil heat flux equation (Eq. [2]), and
then solved for temperatures of soil and residue surfaces using
Newton’s method (Bristow, 1987). The soil slab lower bound-
ary condition, T, is included in the iterative solution, ad-
justed by solving Eq. [2] for T, with interim G-values until
the coupled soil-residue energy balance equations converge
to 0.01°C. Soil heat flux, computed in Eq. [2], provides the
surface flux boundary condition for Eq. [1]. The module is
executed at hourly time steps, though daily time steps are
feasible. This developmental version of RZWQM is written
in FORTRAN, and required 15 min to simulate a 187-d period
using hourly time steps on a 33-MHz 386 microcomputer

Field Experiments

We quantified soil and residue microclimatic conditions
after the 1994 wheat (Triticum aestivum L. cv. TAM 107)
harvest at the Colorado State University Horticultural Field
Station located S km northeast of Fort Collins, CO (40°38’ N,
104°59' W; 1530 m elevation). The study site was located on
a level Nunn clay loam soil divided into 16 31.2- by 15.2-m
management units containing either cropped or fallow phases
of a wheat—fallow cropping system study. Flat and standing
wheat residues distributed by the International Harvestore

——
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1420 combine,! fitted with a 6.1-m header, were left undis-
turbed on management units that were previously under no-
till management. Thus, residue distribution included standing
and flat residues, as expected on commercial farms under no-
till chemical fallow. After harvest on Day 209, data acquisition
began on Day 213 and continued through Day 258 in 1994
for wheat stubble in a single management unit.

An automated data acquisition system (Campbell Scientific
21X data logger, Logan, UT) measured incident horizontal
solar (LI-COR 200S, Lincoln, NE) and net irradiance (REBS
Q*5.5, Seattle, WA), air temperature, and wind speed (Met-
One 014A, Grants Pass, OR) at 2 m. Instruments were factory-
calibrated at time of manufacture (1993) and verified at com-
pletion of the study. Data samples were collected once each
minute and integrated into hourly values. Daily average vapor
pressure was calculated from temperature and relative humid-
ity (Campbell Scientific HMP35C) measured and computed
each 3 s at the 2-m reference height and averaged over the
24-h period. Soil temperature sensors included sets of three
thermocouples (0.51 mm diam., wired in parallel) placed 0.01,
0.025, 0.05, and 0.15 m below the soil surface. Air temperature
was measured with 0.13-mm-diam. thermocouples located
0.03, 0.20, and 0.50 m above the soil surface. Three sets of
bare 0.51-mm thermocouples, inserted axially within hollow
residue stems, monitored residue temperatures at 0.03 m
above the soil surface. All thermocouples were copper—
constantan. Cup anemometers (Met-One 5758 and 014A),
located 0.3 and 0.5 m above the soil surface, measured wind
speeds at the center of each unit. Sensors were sampled once
each minute and averaged at hourly intervals.

Surface residue cover (61%) was determined by a line—
transect method, using 10 1-m transects. Dimensions of stand-
ing wheat stems (height = 0.3 m; frequency = 390 stems m 2
diameter = 3 mm) were determined using ten 0.1-m samples
of row (0.3-m row spacing). We estimated loss of residue mass
(initially 7.0 Mg ha™!), related to surface cover (Shaffer and
Larson, 1987) using a first-order kinetic model of decomposi-
tion (Douglas and Rickman, 1992). Long-wave emissivity of
soil and residue was specified as 0.96 (Salisbury and D’Aria,
1992). Atmospheric emissivity was defined as a function of
ambient temperature (Idso and Jackson, 1969), modified by
apparent cloud cover (Bristow et al., 1986). Flerchinger (1987)
reported the albedo of wheat residue as 0.40, determined for
100% surface cover by flat wheat residues. Wind profile slope
and surface roughness were determined from wind speed mea-
surements above and within standing residues, relative to ref-
erence wind speed (Rosenberg et al., 1983, p. 139).

Soil physical properties were determined for soil horizons
to a depth of 1.4 m at the experimental site. Measured surface
horizon physical properties included bulk density (1.2 Mg
m™3), texture (fmq = 0.25, fuy = 0.33, fun, = 0.42), and the
water retention curve [{, = —0.25 m (6,/6,)7%*; Campbell,
1985, p. 43]. We inferred saturated hydraulic conductivity val-
ues for soil horizons (8.3 X 107 m s~ for the surface horizon)
from texture, bulk density, and organic matter (Ahuja et al.,
1988). Initial soil water distribution was determined by neu-
tron thermalization. Soil temperature was initialized at ambi-
ent conditions. Soil albedo, distinct from residue albedo, var-
ied as a linear function of surface water content between wet
(0.21) and dry (0.31) extremes, obtaining these reflectance
values from a nonlinear function of the soil color attribute
called value, determined by reference to a Munsell color chart
(Fimbres et al., 1995): No calibration parameters were used

Mention of a trademark or proprietary product does not constitute
a guarantee or warranty by the USDA and does not imply its approvat
over other products that may also be suitable.

Table 1. Mean daily weather conditions for evaluation of energy
simulation within a soil-residue system (Ft. Collins, CO, 1994).

Environmental conditionst

Day of Year Ry R, T Cata) e
-MIm?d'- °C kPa ms™!
227 27.3 16.0 20.8 1.39 3.22
229 27.2 154 220 138 173
230 13.8 6.7 20.9 1.36 2.83
231 M1 7.8 17.5 131 1.63

1 R,, solar irradiance; R,, net irradiance (for soil and flat residne layers);
T,, ambient temperature; e,, ambient vapor pressure; u, wind speed. The
T, e, and u variables are measured at a fixed reference height a. (See
also Appendix.)

1 Daily energy flux components reported as MJ m~2 d ! can be converted
to W m? (as used in the equations) with the multiplier 11.574.

to fit model calculations to measurements. Model parameters
were obtained either by direct measurement or by reference
to the literature.

Accuracy and Efficiency of Calculated Values

The accuracy and efficiency of hourly values calculated by
PENFLUX are compared with field measurements. Predictive
efficiency, a measure of predictive accuracy relative to vari-
ability inherent in the data, was quantified (Nash and Sutcliffe,
1970; Green and Stephenson, 1986) as

— )2
Eff = [1 - —(%] X 100 [18]
, 20—y

We provide detailed analysis of accuracy and efficiency for
Days 227, 229, 230 and 231, when surface residue and soil
layers were dry and the principal weather variation was either
in radiation or wind speed (Table 1). Overall bias and precision
of model predictions were quantified by linear regression.

RESULTS

The model was initialized on Day 213 and run contin-
uously for 45 d; limited rain occurred during the evalua-
tion period. Model performance was evaluated for four
days when soil and residue surfaces were dry, irradiance
was moderate (Days 230, 231) or high (Days 227, 229),
and mean daily wind speeds were low (Days 229, 231)
to moderate (Days 227, 230) (Table 1). Day 228 was

L -1 1 — 1 — 1
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Fig. 2. Hourly fluctuations in soil-residue temperatures observed for
wheat residues at 16 d after harvest.
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Table 2. Accuracy and efficiency of calculated values of hourly net irradiance and residue, soil surface, and near-surface ambient
temperatures on four evaluation days.

Net irradiance, R,

Residue temperature, T,

Surface soil temperature, 7,

Near-surface ambient

temperature, T,,§

DOYt N% a, a r? Eff a a r? Eff a, a r? Eff a, a rt Eff
227 24 352 1.012 0991 974 369 0.889** (0983 969 548* 0.789** 0956 925 236 0959* 0970 955
229 24 -299 0.980 0987 97.0 314 101 0973 9IL7 6.50* 0.798** 0934 89.7 178 1.079 0948 83.6
230 24 —264* 1.094** 0994 965 168 1.022 0994 952 595+ 0.788** 0960 90.5 008 1.104** 0988 90.6
231 24 —36.4%* 0.963* 0995 939 136 1.025 0986 94.7 4.54** 0808** 0964 931 -046 1.124** 0978 899
Pooled 96 -31.2 0.998 0988 968 259 0978 0974 94.7 543* 0.804** 0947 916 112 1055« 0960 90.1

*** Significant difference at the 0.05, 0.01 probability levels, respectively, testing He @y = 0, a, = 1.

1 DOY, Day of Year, 1994.

1 N, number of observations; a,, intercept; a,, slope; r’, coefficient of determination; Eff, % predictive efficiency.
§ Near-surface is defined as 0.03 m above the soil surface. (See also Appendix.)

omitted from the evaluation period because a 2-mm
rainfall compromised the assumption of dry surface
residues.

Hourly measurements of soil, residue, and air temper-
atures for Day 229, a day with high irradiance and low
wind speeds, are shown in Fig. 2. This figure depicts
daily temperature changes near the soil surface. Nega-
tive residue—soil thermal gradients at night are reversed
with daytime heating by solar radiation. The similarity
of near-surface air, soil, and flat residue temperatures
demonstrates the close coupling of the near-surface
thermal regime with partial residue cover, indicating
potential application of infra-red thermometry. The
cooler daytime temperatures of subsoil and reference
air demonstrate the effects of aerodynamic resistance
and soil thermal inertia on heat exchange from the soil
surface. We evaluated the ability of the PENFLUX
module to quantify the thermal dynamics of this soil-
residue—atmosphere system.

Simulation results with PENFLUX are correlated
with hourly measurements (Table 2), though systematic
biases reduce predictive accuracy in some cases. Pre-
dictive efficiency is limited either by random error or
by systematic bias. The high coefficient of determination

T T T T T

600 a o
Day 229

400

200

R,, Net Irradiance (W m-2)

600 - ® Measured B
Day 230 — calculated | Day 231 ®
400
200
0
_200 1 1 1 ] 1 ] 1 1 1
0 4 8 12 16 20 24 4 8 12 16 20 24

Time of Day

Fig. 3. Simulated and observed hourly fluctuations in net irradiance
over a soil-residue system at 14, 16, 17, and 18 d after wheat harvest.

(r* > 0.93 in all cases) indicates a low degree of random
error (Table 2). Systematic bias, indicated by deviation
of slope and intercept from unity and zero, respectively,
provides evidence of conceptual or quantification error.
(In the Discussion section, we identify likely sources
of conceptual errors by inspection of the fundamental
equations, and discuss research needs.)

The timing of simulated R, (Fig. 3) extremes is closely
reproduced by PENFLUX calculations. Irradiance load-
ing on Days 227 and 229 reflected that of generally clear
skies, while intermittent cloud cover reduced insolation
on Days 230 and 231. Net irradiance calculated by PEN-
FLUX was generally lower than measurements—
constituting a bias for Days 230 and 231, days with
moderate irradiance. This trend could result from reflec-
tive properties of standing residues which are not explic-
itly considered in PENFLUX.

A negative bias persists in simulated nighttime net
irradiance. This bias is partially attributable to a positive
bias in soil temperature. For example, when a bare soil
surface temperature of 15°C is overestimated by 5°C,
the bias propagated to net irradiance via the simulation
of thermal radiation emitted by the soil is =27 W m™2,
Thus, error propagated from biased soil temperatures
contributes to nocturnal R, bias. Since partial residue
cover would reduce the magnitude of this bias, other
factors, such as an underestimate of clear-sky atmo-
spheric thermal emittance (e,) could contribute to sys-
tematic bias in the nocturnal radiation balance. How-
ever, the values for €, obtained as a function of ambient
temperature (Idso and Jackson, 1969) are within the

Table 3 Energy balance partitioning simulated by energy balance
for a soil-residue system.

Energy balance components}§

DOYT R.(r) R-(-) Hr H- XE. xEI~G=0 G
MImd™!

227 623 6.88 6.22 -0.71 5.62 6.95 1.97

229 5.28 727 5.26 —-1.23 6.00 7.78 2.50

230 213 2.90 213 -0.38 348 kX 72 -0.17

231 2.12 219 2.14 085 2.58 1.77 —-1.23

1 DOY, Day of Year (1994).

} Ry and R,, net irradiance at the residue and soil surfaces; H, and H,,
sensible heat flux density from residue and soil elements; AE,, latent
heat flux density from soil surface; AE, ;-, lateut heat flux density from
soil surface with G assumed zero; G, soil heat flux density. (See also Ap-
pendix.)

§ Energy balance compouents reported as MJ m~? d™! can be converted
to W m? (as used in the equations) with the multiplier 11.574.
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Fig. 4. Simulated and observed hourly fluctuations in surface wheat
residue temperatures within a soil-residue system at 14, 16, 17,
and 18 d after wheat harvest.

range of values obtained from ambient vapor pressure
functions, determined to have zero bias under agricul-
tural environments (Hatfield et al., 1983). Further, Fler-
chinger et al. (1996) found mean bias error for incoming
long-wave radiation was lower than that of other radia-
tion balance components for a snowpack. Sensor cali-
bration error is not likely to account for calculated error,
as the relatively small sensor signal observed at night
would not propagate much bias in calibration coeffi-
cients.

Model calculations reproduce daily fluctuations mea-
sured in surface residue (Fig. 4), soil (Fig. 5) and near-
surface air (Fig. 6) layers. Calculated T, exhibits a sys-

®
30

20

T L] T T 1 T T T

50 _ - -
_ Day 227 o, Day 229 %

40
g
o 30
3
b
8 2
2
g 10
o L——|—|—+
'; 50 T ® Measured -
o LDay 230 Day 231 — calculated
£ 4 +
3
/2]
‘e
[72]
-

10

1 | I §

i 1 1 L R R

0 4 8 12 16 20 24 4 8 12 16 20 24

Time of Day

Fig. 5. Simulated and observed hourly fluctuations in surface soil tem-
peratures within a soil-residue system at 14, 16, 17, and 18 d after
wheat harvest.
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Fig. 6. Simulated and observed hourly fluctuations in near-surface
ambient temperatures within a soil-residue system at 14, 16, 17,
and 18 d after wheat harvest.

tematic bias (Fig. 5), overestimating the nocturnal min-
ima and underestimating the diurnal maxima for all four
evaluation periods. The consistency of this bias, and its
coincidence with irradiance loading, suggests that the
bias results from errors in quantification of radiation
partitioning either in quantification of residue cover or
in representation of radiation transmission processes.
Underestimates of radiation transmission through the
residue layer could account for this bias, which appears
proportional to irradiance but not to wind conditions.
The apparent time lag in occurrence of calculated ther-
mal maxima for 7, may relate to errors in radiation
partitioning as well. The timing and magnitude of ther-
mal maxima and minima are closely represented for 7,
(Fig. 4) and T, (Fig. 6), though calculation of T,y by
PENFLUX resulted in a slight positive bias (Table 2).
This bias could result from systematic error in calcula-
tion of radiative and/or convective exchange processes.
Further comparison of model calculation with measure-
ments under a variety of soil, residue, and weather con-
ditions may isolate systematic errors in calculation of
near-surface exchange processes.

Components of the soil-residue energy balance, cal-
culated by PENFLUX, are presented in Table 3. The
flat residue layer absorbed 42 to 49% of net irradiance
in the soil-residue system, dispersing energy as sensible
heat to atmosphere and soil layers, as calculated by
PENFLUX. Simulated net irradiance at the soil surface
was strongly partitioned to water evaporation and soil
heat flux. This result is consistent with observation of
small thermal gradients among near-surface layers (Fig.
2). Soil heat flux, as calculated by PENFLUX, accounted
for —28.4 to 19.9% of net radiation absorbed by soil
and residue layers, on a daily basis. We attribute the
negative fraction obtained on Day 231 to soil heat loss
resulting from cooler ambient conditions and reduced
radiation relative to conditions of the preceding day.
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Conversely, soil warming on Day 229 is associated with
high radiation loading and warmer ambient conditions.
The relative magnitude of soil heat as a sink for net
radiation is of the same order reported by Allmaras et al.
(1977) for bare soil, and within one standard deviation of
the mean ratio obtained under senescent or vegetated
shortgrass steppe with leaf area index (LAI) from 0 to
0.5 from April to October (Lapitan and Parton, 1996).
The storage component of soil heat flux (the second
term on the right side of Eq. [2]) represents a dynamic
feature of the surface energy balance system—quantify-
ing effects of antecedent conditions on current energy
transfer. Neglecting this dynamic feature can introduce
bias to calculations of energy balance components.
The common assumption that daily soil heat flux is
zero (RZWQM Team, 1992) can result in significant
bias in calculation of daily evaporation of water. The
magnitude of this bias is demonstrated in Table 3, where
AE, ;- is obtained using Eq. [4a] and the assumption
G = 0. On Day 229, a sunny day with soil warming, soil
water evaporation would be overestimated by 30%; on
Day 231, a cloudy day with soil cooling, a negative
bias of —31% would result from the zero soil heat flux
assumption. These biases are avoided in the PENFLUX
energy balance algorithm by explicit specification of G.

DISCUSSION

The sensitivities of surface temperature to dynamic
driving variables establishes this state condition as a
significant test of surface energy balance models (Ma-
hrer, 1979; Sui et al., 1992; Hares and Novak, 1992;
Bussiere and Cellier, 1994; Grant et al., 1995). The link-
age of surface temperatures and evaporative flux is well
established (Fuchs and Tanner, 1967; Monteith, 1981),
as the vapor pressure in equilibrium with water held in
evaporative sources is an exponential function of surface
temperature; following gradient—diffusion theory, evap-
orative flux increases exponentially with the tempera-
ture of the evaporative surface, all other conditions held
constant. This sensitivity is expected to increase with
surface dryness as what may be considered the buffering
effect of the latent heat of evaporation diminishes. By
inspection, when supply-limiting conditions hold (AE
calculated by Eq. [4b] is less than that calculated by Eq.
[4a]), T, is greater when calculated by Eq. [3b] rather
than Eq. [3a], illustrating the linkage of thermal and
flux conditions for evaporative surfaces. Thus, accurate
specification of the temperature of evaporative surfaces
is a reasonable indication of predictive accuracy for
noncalibrated surface energy balance models.

Shifts in surface temperature can correspond with
significant shifts in energy balance partitioning. Van
Duin (1956) demonstrated the sensitivities of surface
temperature and energy balance components to the
aerodynamic roughness parameter, z,. This analysis
shows that the annual amplitude of T, would shift from
11 to 7°C when z, increased from 1 to 20 mm, indicating
that energy dissipation can shift from radiative and con-
ductive processes to convective processes. This calcula-
tion is verified by Allmaras et al. (1977) using Bowen

ratio techniques to quantify energy balance components
of smooth and rough soil surfaces. They found that
the rough surface averaged 6°C cooler than the smooth
surface (from 0700 to 1920 h) and that the convective
dispersion of energy (H + AE) was 27% greater for
the rough surface relative to the smooth surface. These
results confirm Van Duin’s calculation, demonstrate the
linkage of surface temperature to near-surface exchange
processes, and illustrate the significance of near-surface
processes in shifting energy dispersion from radiative
and conductive processes to convective processes.

The conceptual design of PENFLUX exploits the dis-
continuity of thermal properties at the soil-atmosphere
interface to obtain simplification and predictive accu-
racy. The heat storage capacity of soil can be 10° times
greater than that of air (Campbell, 1985, p. 32); while
heat transfer by convection can be 10* times greater
than transfer by conduction in dry soil (Nobel, 1983, p.
373, 473). The greater thermal inertia of soil and greater
heat transport potential of convection suggests that soil
surface temperature may be more sensitive to fluctua-
tions in atmospheric boundary conditions relative to
subsoil conditions over short time intervals. The repre-
sentation of soil heat flux by a soil slab (Eq. [2]) builds
on the conjecture that accurate solutions for surface
temperatures may be less sensitive to uncertainties in
subsoil temperatures than to uncertainties in radiative
and convective exchange processes. This conjecture dis-
tinguishes PENFLUX from integrated numerical solu-
tions to the surface energy balance equation, which use
equations similar to Eq. [1] to quantify soil thermal
processes. The formulation of r,i) and ry, are necessary
complements to the soil slab approximation of G, as
quantification of near-surface resistances to sensible and
latent heat flux is necessary to retain predictive accu-
racy. Determining the accuracy of surface temperature
calculations provides a useful and convenient perfor-
mance measure for evaluations of near-surface resis-
tance formulations.

The formulation of ry, (Eq. [10]) transforms informa-
tion regarding soil water supply to information regard-
ing surface vapor flux—extending the applicability of
the Penman equation beyond saturating conditions. This
transformation promotes numerical efficiency by
avoiding accurate specification of surface humidity. Ac-
curate calculation of surface humidity would require
sufficient spatiotemporal resolution in a numerical solu-
tion to the soil water balance equation to quantify the
development of dust mulches during second-stage evap-
oration. An analogous transformation is required to
quantify ry;), resistance to vapor flux within residue ele-
ments. Also, an equation analogous to Eq. [4b] is re-
quired to evaluate the transition from energy-limiting
to supply-limiting evaporation for the residue layer. The
surface resistance and supply-limiting evaporation
boundary conditions for the residue layer are probably
necessary for accurate prediction of the thermal state
of residue elements under evaporative conditions.

The PENFLUX solution to the surface energy bal-
ance equation is derived from gradient—diffusion the-
ory—theory that is contradicted by observations of
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counter-gradient flux in forest canopies (Denmead and
Bradley, 1985). As Dolman and Wallace (1991, p. 1325-
1326) wrote, “Generally, K-theory requires the charac-
teristic length scale of the dominant eddies to be small
compared with the distance over which the gradient
changes appreciably. This is violated within most plant
canopies where the length scale of the turbulence is of
the same order as the canopy height.” Resolving this
conceptual defect, Raupach (1989) derived a Lagran-
gian method to distinguish near-field and far-field ef-
fects of turbulence on latent and sensible heat exchange
within vegetative canopies. Application of this method
to a dual-source evaporation model resulted in similar
predictive accuracy as dual-source models derived with
K-theory (Dolman and Wallace, 1991). K-theory quanti-
fication of turbulent transfer, assumed equivalent to the
far-field component of the Lagrangian model, appears
to be an adequate representation of near-surface con-
vective exchange processes because near-surface turbu-
lence becomes strongly inhomogeneous and the charac-
teristic time scale approaches zero (Raupach, 1989). The
characterization of near-surface transfer coefficients as
a linear empirical function of wind speed Eq. [9] appears
adequate to simulate surface thermal dynamics. How-
ever, conceptual advances in describing these processes
may provide alternatives that reduce the degree of em-
piricism and ambiguity inherent in K-theory (e.g., pa-
rameterizing d, and z,) (McInnes et al., 1991).

Simplifications and novel features introduced by the
PENFLUX module reduce numerical requirements for
solution of the surface boundary condition equation.
Three simplifications reduce numerical requirements
for iteration:

1. Surface heat flux into the soil is approximated as
heat stored and conducted in a soil slab, a truncation
of the soil thermal profile quantified in more complex
soil heat modules.

2. Radiation transmission is simulated by the principle
of superposition, partitioning intercepted radiation
in proportion to surface area cover, reflective and
emittive properties, while neglecting the differences
in sun angle and beam and diffuse radiation that are
considered in more complex simulations (Ross et al.,
1985; Bristow et al., 1986; Flerchinger and Saxton,
1989; Hares and Novak, 1992; Bussiere and Cellier,
1994).

3. A stability correction factor frequently used in con-
vective transport algorithms (Choudhury and Mon-
teith, 1988; Flerchinger and Saxton, 1989) is ne-
glected in the RZWQM aerodynamic resistance
formulations (RZWQM Team, 1992) applied to the
PENFLUX module, further reducing iterative re-
quirements.

Novel features introduced in PENFLUX involve refer-
encing soil and residue surface temperature to near-
surface air temperature, using resistances as weighting
terms for T,), and specifying limits to the formulation
of soil resistance to vapor flux. Both features accentuate
effects of near-surface heat transfer coefficients and
contribute to the accuracy of calculated values obtained
with PENFLUX.

Despite simplifications that reduce numerical re-
quirements for iteration, the PENFLUX solution to the

surface energy balance equation was accurate for sur-
face temperatures and net irradiance. The structure of
PENFLUX permits quantification of water evaporation
from a flat residue layer. However, a complementary
residue water balance is required to provide surface
resistance and supply limiting evaporation boundary
conditions. When coupled with a residue water balance
model, PENFLUX would be suitable for evaluating en-
ergy balance effects of dynamic residue architectures
that result from microbial decomposition and structural
redistribution processes. Simplified solutions to the sur-
face energy balance equations, such as PENFLUX, offer
numerically efficient boundary conditions to soil heat
and water balance modules, as well as to models of
biological processes that require limited information of
soil. The process-level solution to the energy balance
equation permits quantification of uncertainty propa-
gated by the algorithm, and can support identification
of critical scaling factors required for accurate simula-
tion of energy exchange in a heterogenous landscape
(Wagner, 1994).

CONCLUSIONS

PENFLUX, a simplified yet physically based bound-
ary condition solution for soil-residue energy exchange,
exhibited high predictive accuracy and efficiency for
surface temperatures and net irradiance for standing
and flat wheat residues under dry conditions, as imple-
mented within RZ-SHAW. PENFLUX parameteriza-
tion requirements are readily met by standard soil phys-
ical methods and straightforward characterization of
residue cover and standing stem frequency. The concep-
tual design of PENFLUX exploits the discontinuity of
thermal and transport properties at the soil-
atmosphere interface, achieving simplification of sub-
soil boundary conditions while using near-surface resis-
tance terms to retain sensitivity to soil-atmosphere
boundary conditions. A positive bias in nighttime sur-
face soil temperature is propagated to negative bias in
nocturnal net radiation. Energy balance calculations by
PENFLUX indicate that the common assumption of
zero daily soil heat flux can result in a bias of +=30%
in calculated evaporative demand. The predictive accu-
racy, reduced numerical requirements, and potential
application of PENFLUX to soil heat and water models
warrant further evaluation against measured data for
a range of residue architectures and comparison with
integrated soil-residue heat flow models. Subject to
these evaluations, PENFLUX is applicable to a variety
of land management problems that depend on accurate
predictions of surface temperatures and energy flux
components.

APPENDIX

The following are variables used in the text and equations
(and in tables and figures), with their definitions and units.
Bracketed numbers at the end of definitions indicate the equa-
tions in which the variables are used.

A, Fractional area surface cover by flat residue, m? rﬁ*Z
[12, 13, 14, 15]
C, Volumetric heat capacity of air, J m—* K™!

[3a, 3b, 4a, 5a, 5b]
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Volumetric heat capacity of soil, J m™ K™ [1, 2]

Volumetric heat capacity of water, J m™> K™ [1]

Characteristic diameter of flat residue element, m [9]

Zero displacement plane for vertical residue ele-
ments, m

Ambient vapor pressure at reference height a, Pa [7]

Ambient vapor pressure at midpoint of flat residue
layer, Pa [7]

Surface residue evaporative source vapor pressure,
Pa

Surface soil evaporative source vapor pressure, Pa
[L,7]

Soil heat flux density, W m~? [2, 3a, 3b, 4a]

Molecular diffusivity of water vapor in still air, m?s™!
[8, 10]

Sensible heat flux density above residue layer, Wm™?

Sensible heat flux density from residue layer, W m™?

Sensible heat flux density from surface soil layer,
Wm™?

Thermal conductivity of soil, J m™! K™' s [1, 2]

Thickness of dust mulch layer, m [10, 11]

Depth of surface soil layer, m [4b, 11]

Molecular weight of water, kg mol ™! [1]

Soil water vapor flux, kg m=2s7' [1]

Soil water flux, m s™! [1]

Aerodynamic resistance to reference height a, s m™!
[6. 7]

Aerodynamic resistance below zero displacement
plane, s m~! [6, 7]

Boundary layer resistance within flat residue layer,
s m~! [3a, 5b, 6, 9]

Thermal convective resistance within residue layer,
s m~ [3a, 3b, 6, 8]

Residue element internal resistance to vapor flux,
sm™!

Soil dust mulch internal resistance to vapor flux,
sm™![7, 10}

Vapor convective resistance within residue layer,
s m™! [4a, 7, 8]

Universal gas constant, J K~! mol~ [1]

Longwave irradiance emitted by atmosphere, W m~?
[14, 15]

Longwave irradiance emitted by atmosphere, resi-
due, or soil, W m™?

Longwave irradiance emitted by flat residue layer,
W m~? [14, 15}

Longwave irradiance emitted by surface soil, W m~?
[14, 15}

Net longwave irradiance for flat residue layer, W m 2
[15, 17]

Net longwave irradiance for soil layer, W m™?
[14, 16]

Net irradiance for soil and flat residue layers, W m~?

Net irradiance for flat residue layer, W m™
[5a, 5b, 17]

Net irradiance at soil surface, W m~2 [3a, 3b, 4a, 16]

Solar irradiance on horizontal surface, W m™?
[12, 13}

Net shortwave irradiance for flat residue layer,
W m?[13, 17}

Net shortwave irradiance for surface soil layer,
W m2[12, 16}

Scaling coefficient for residue convective resistance,
sm™! [8]

Time, s [1}

Time increment, s [2, 4b]

Ambient temperature at reference height a, °C [6]

Ambient temperature at midpoint of flat residue
layer, °C [3a, 3b, 5a, 5b, 6]

Temperature of atmosphere (T), residue (Tik), or
surface soil (Tk), °K

Residue temperature, °C [5a, 5b, 6]

Surface soil temperature, °C [3a, 3b, 6]

Surface soil temperature at time ¢, °C [2]

Previous surface soil temperature, °C [2]

Soil temperature at depth z, °C [1]

Soil temperature at depth z, °K [1]

Soil temperature expected at soil slab lower bound-
ary z at time ¢, °C 2]

Wind speed at reference height a, m s™!

Uan(r)+10mm Wind speed at 10 mm above flat residue layer, m s™!

885(,)

(8, 9]

Observed value of parameter y [18]

Mean value of parameter y [18]

Predicted value of parameter y [18]

Vertical distance from soil surface, m 1]

Aerodynamic roughness length, m

Height of flat residue layer, m [8]

Depth increment of soil slab, m [2]

Shortwave reflectivity of residue layer [13]

Shortwave reflectivity of surface soil [12, 13]

Psychrometric constant, Pa °C™!

Psychrometric constant, adjusted for residue internal
resistance, Pa °C™! [5a]

Psychrometric constant, adjusted for soil internal re-
sistance, Pa °C™! [3a, 4a]

Ambient saturation deficit at midpoint of flat residue
layer, Pa [3a, 4a, 5a)

Saturation deficit for residue, Pa [5a]

Saturation deficit for surface soil, Pa [3a, 4a]

Slope of saturated vapor pressure function, evaluated
at Ty, Pa °C™1 [3a, 4a, 5a]

Longwave emissivity of soil (g,), residue (e,), or atmo-
sphere (e,)

Volumetric air content in soil layer, m* m~ [10]

Volumetric saturated water content in soil layer,
m’ m3

Volumetric water content in soil layer, m* m™3
[4b, 11}

Volumetric soil water content at characteristic ten-
sion, m* m~* [11]

Latent heat of vaporization for water, J kg™ [1, 4b]

Latent heat flux density above residue layer, W m 2

Latent heat flux density from residue layer, W m™?
[5b]

Latent heat flux density from surface soil layer,
W m~? [3b, 4a, 4b]

Latent heat flux density from soil surface with G
assumed zero, W m™—?

Density of water, kg m™ [4b]

Stefan-Boltzmann constant, J m™2 s~ K™*

Soil tortuosity for molecular diffusion [10]

Soil water tension, m

Subscript Conventions

Subscripts are generally consistent across variables, particu-
larly with r, s, w, and a used to indicate residue, soil, water,
and air or atmosphere components. Occasionally the same
letter subscript may carry different meanings in different con-
texts, as with the letter ‘a’, which may represent ambient (e.g.,
with temperature), aerodynamic (resistance), or (in italics) a
fixed reference height, in addition to the use already men-
tioned (atmosphere). Where variables are further limited in
terms of residue, soil, water, and atmosphere, these additional
modifiers r, s, w, and a are put in parentheses (e.g., R, for net
irradiance, and R, for net irradiance at the soil surface).
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